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ABSTRACT

A retrieval algorithm for processing multifilter rotating shadowband radiometer (MFRSR) data from clear and
partially cloudy days is described and validated. This method, while complementary to the Langley approach,
uses consistency between the direct normal and diffuse horizontal measurements combined with a regression
technique to simultaneously retrieve daily time series of column mean aerosol particle size, aerosol optical depth,
NO2, and ozone amounts along with the instrument’s calibration constants. Comparison with the traditional
Langley calibration method demonstrates two advantages of the approach described here: greater calibration
stability and a decreased sensitivity of retrievals to calibration errors.

1. Introduction

Aerosols, through their direct and indirect radiative
forcing, are thought to be the largest source of uncer-
tainty in defining the anthropogenic contribution to
global radiative forcing of climate during the past cen-
tury, and of the projected forcing of future climate
change (Charlson et al. 1992; Hansen et al. 1995, 1997,
2000). Sulfate aerosols, in particular, with their negative
forcing, are the most likely explanation of the discrep-
ancy between modeled changes in global surface tem-
perature and the observed temperature record (Kiehl and
Rodhe 1995; Meehl et al. 1996; Tegen et al. 1996).

While global coverage is only possible with satellites,
satellite aerosol retrievals are complicated by sun–sat-
ellite geometry effects, the need to separate the light
reflected from the surface from that scattered by the
aerosols, and the dependence of scattered light on par-
ticle shape. Due to the difficulty of separating surface
and aerosol effects, most currently available satellite
aerosol retrievals are for ocean only, where the relatively
dark surface contributes little to the observed intensity.
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Measurements by current state-of-the-art sensors, such
as moderate resolution imaging spectroradiometer
(MODIS) and multiangle imaging spectroradiometer,
(MISR) will improve the reliability of retrievals over
ocean and extend detection to land areas. However, this
does not reduce the importance of ground-based (and
especially network) measurements, which are required
to validate the satellite retrievals and provide a more
complete picture of the nature of the aerosol.

Toward this end we have focused on the development
of retrieval algorithms (Alexandrov et al. 1999a) for the
multifilter rotating shadowband radiometer (MFRSR).
The key advantages of this instrument are its automated
operation and relatively low cost, allowing the construc-
tion of networks. This together with their growing in-
ternational use makes the MFRSR a potentially impor-
tant tool for climate research. The algorithm presented
in this paper emphasizes the network applications of
this instrument, rather than focusing on data derived
from campaigns or intensive operation periods where
additional correlative measurements are available. As
such, the algorithm is structured so that no external
measurements are required for the retrievals (since they
may not be available at all network sites), and the in-
strument’s calibration is determined directly from the
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FIG. 1. Typical optical depths of atmospheric constituents in the
MFRSR spectral region: Rayleigh (at 1013.25-mb pressure); aerosols
with reff 5 0.2 and 0.5 (yeff 5 0.2, gamma distribution) and ta 5 0.1
at 550 nm; NO2 (2-DU column amount); and ozone (300-DU column
amount). Water vapor and O2–O2 absorption are not shown because
they do not affect measurements in MFRSR spectral channels. The
instrument spectral response functions (in arbitrary units) are depicted
for the first five channels (415–870 nm).

data, eliminating instrument downtime for calibration.
This leads to a more homogeneous data record and po-
tentially reduces the expense of network operations.

The MFRSR makes precise simultaneous measure-
ments of the direct solar beam extinction and horizontal
diffuse flux, at six wavelengths (nominally 415, 500,
615, 670, 870, and 940 nm) at 1-min intervals through-
out the day [Wesely 1982, cf. Harrison et al. (1994) for
a description of the operational details, and Schmid et
al. (1999) for comparison with other instruments]. Be-
sides water vapor at 940 nm, the other gaseous absorbers
within the MFRSR channels are NO2 (at 415, 500, and
615 nm) and O3 (at 500, 615, and 670 nm). Aerosols
and Rayleigh scattering contribute atmospheric extinc-
tion in all MFRSR channels.

Since there is no way to couple the 940-nm channel
measurements with the 415–870-nm measurements, we
leave all discussion of water vapor to a later paper and
focus on the first five MFRSR channels. Typical spectral
optical depths for NO2 (Merienne et al. 1995; Schneider
et al. 1987) and O3 (E. P. Shettle 1997, personal com-
munication) are shown in Fig. 1 along with the spectral
extinction provided by Rayleigh scattering and aerosols.
Aerosol spectral extinction is calculated (for given re-
fractive index and particle size) using Mie theory. The
effects of particle nonsphericity are neglected because
the difference in the extinction cross section between
nonspherical and spherical particles is roughly 61%
(Mishchenko et al. 1997).

Thus, provided that the spectral optical depths are
accurately measured, the filter response functions and
calibrations are accurately known, the unique spectral
signature of each atmospheric constituent permits the
retrieval of daily time series of aerosol optical depth
and effective radius, as well as NO2 and O3 column

amounts by a variety of techniques [e.g., brute force
least squares fitting (Lacis et al. 1996)].

Factors influencing the calibration of a sun photom-
eter include stability of the filter spectral response func-
tion, filter transmission, and knowledge of the extrater-
restrial solar spectrum (cf. Schmid et al. 1998). Exten-
sive laboratory recalibrations have shown that the spec-
tral response of the filters are stable but that their
transmission changes with time, hence the need for cal-
ibration. Since there are calibration issues with standard
lamps (cf. Michalsky et al. 1996), it is preferable to
determine the instrument calibration from the measure-
ments. Traditionally, this is done via Langley regression
at high-altitude sites (cf. Holben et al. 1998; Schmid et
al. 1997, 1998), however, since filter transmission can
change at any time (i.e., between high-altitude calibra-
tions) it is preferable to develop alternative techniques.
One approach developed by Harrison and Michalsky
(1994) is to average the calibration coefficients deter-
mined from Langley analysis over 20–40 clear days
within a roughly 3-month window to determine an ac-
curate calibration. Potential time-dependent changes in
filter transmission require that the calibration be checked
for every period of operation. Comparison of aerosol
optical depths retrieved from solar radiometers (Schmid
et al. 1999) confirmed the accuracy of this type of cal-
ibration approach for the MFRSR through comparison
with instruments calibrated at Mauna Loa.

Once the calibration is known, it is possible to retrieve
aerosol properties and column gas amounts from the
spectral dependence of the measured extinction. Tech-
niques have been developed to retrieve aerosol optical
depths (e.g., King and Byrne 1976) and an estimation
of aerosol particle size based on the spectral dependence
of aerosol extinction (King et al. 1978; Lacis et al.
1996). Direct and diffuse ratios have been used to de-
termine aerosol single scattering albedo as well as sur-
face albedo (Herman et al. 1975; King 1979). Alter-
natively, aerosol optical depth can be determined from
the direct to diffuse ratio under certain assumptions of
aerosol absorption and surface albedo (O’Neill et al.
1989); however, the sensitivity of these retrievals to
modeling assumptions needs to be studied in order to
estimate the accuracy of the retrieval product. The ad-
vantage of the latter approach is that no calibration is
required.

In our approach, we use the direct to diffuse ratios
as an independent source of information (since both
quantities are measured with the same detector) with
which to correct the direct beam optical depth. Alter-
native calibration techniques using diffuse radiation
have been developed by Tanaka et al. (1986) and used
by Nakajima et al. (1996) for the case where the angular
dependence of the solar intensity is measured.

In this paper we present an algorithm that provides
retrieval of aerosol properties and NO2 and O3 column
amounts together with the simultaneous determination
of the instrument calibration constants. The algorithm
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FIG. 2. (a) Langley plot for the 870-nm channel data obtained on 1 Oct 1996 in NYC; (b) inconclusive Langley plot for the same channel
and site (2 Sep 1996).

consists of two basic steps: 1) consistency between the
direct normal and diffuse horizontal measurements in
the fifth (870 nm) channel, and 2) a regression technique
to retrieve daily time series of column mean aerosol
particle size, aerosol optical depth in all channels, NO2,
and ozone column amounts together with calibration of
the first four channels.

In the following sections we present our algorithm
(section 2) and compare the results of our retrievals with
other measurements (section 3). Finally, we discuss the
current status of our retrieval algorithm as well as cur-
rent applications. Additional analysis results are pre-
sented in our companion paper (Alexandrov et al. 2002).

2. Method

The first step in our algorithm consists of using the
consistency between the direct normal and diffuse hor-
izontal measurements in the fifth channel (870 nm) to
determine the aerosol optical depth and calibration con-
stant for this channel. This channel is optimal for this
purpose since the extinction source is primarily aerosol
with little contribution from gaseous absorbers. Since
the direct and diffuse irradiances are measured with the
same detector, the difference between the optical depth
derived from the uncalibrated direct beam measurement
and that inverted from the calibration-independent ratio
of the direct and diffuse intensities is considered the
calibration effect. The effect of the so-called clear-sky
direct to diffuse discrepancy, an overestimation of the
diffuse irradiance by radiative transfer models that use
as inputs the optical parameters obtained from the direct
beam measurements (cf. Halthore et al. 1998; Halthore
and Schwartz 2000), on this procedure requires some
modifications as described below.

The second step consists of using a regression tech-
nique to retrieve daily time series of column mean aero-
sol particle size, aerosol optical depth in all channels,
NO2, and ozone column amounts together with the cal-
ibration constants for the first four channels. The pri-

mary advantages of this approach are the spectral con-
sistency of the calibration procedure and the coupling
of the calibration and retrieval processes.

a. Basic notions

The direct solar beam irradiance measured by the
MFRSR at each time step in ith spectral channel can be
represented in the form,

ti0I 5 C I exp 2 , (1)i i i 1 2m

where m is the inverse of the airmass (essentially equal
to the cosine of the solar zenith angle), t i is the at-
mospheric column extinction optical depth correspond-
ing to the ith channel, and are the top of the atmo-0I i

sphere solar intensities. This means that we take the
lamp-calibrated intensities and determine correction fac-
tors Ci to the calibration used. The original (lamp) cal-
ibration is used only for a rough conversion of counts
into watts per meters squared.

The optical depths t i can be expressed from (1) as

Iit 5 2ln · m 2 c m. (2)i i01 2Ii

Here we introduce the notation

c 5 2lnC .i i (3)

In the following we use the term ‘‘calibration coeffi-
cients’’ for the coefficients ci.

We will also use the notation i for the uncalibratedt̃
optical depths:

Iit̃ 5 2ln · m 5 t 1 c m. (4)i i i01 2Ii

In this notation a Langley plot is the plot of i/m versust̃
air mass (1/m). Examples of such plots are shown in
Fig. 2. By assuming stability of t during the morning
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and afternoon periods with air masses higher than two
and approximating the curves in Fig. 2 with straight
lines for these periods, estimates of the calibration co-
efficient ci can be obtained as the intercepts of the cor-
responding lines. However, when aerosol optical depth
changes (Fig. 2b), the Langley technique cannot be used
to determine the calibration.

The contribution of the Rayleigh scattering is accu-
rately known. We use

P
24 22 24t (l) 5 0.008 569l (1 1 0.0113l 1 0.000 13l ) ,R P0

(5)

where l is the wavelength in micrometers, P is atmo-
spheric pressure in millibars, and P0 5 1013.25 mb is
the standard pressure (Hansen and Travis 1974) to re-
move the Rayleigh contribution from each channel be-
fore we begin. This formula has been shown to produce
good agreement with exact calculations (Teillet 1990)
and be consistent with the results of Bodhaine et al.
(1999) for the spectral range of interest. Thus, in the
following, i refers to optical depths with the Rayleight̃
contribution subtracted.

Finally, it is necessary to select the data or data in-
terval that is appropriate for analysis. While we have
developed several automated cloud-screening proce-
dures, based on the spectral behavior and temporal var-
iability of cloud extinction, we have manually selected
the clear intervals on partially cloudy days for this anal-
ysis using an interactive program that allows us to edit
the data interval to ensure that we are not including thin
cirrus.

Once we have selected the data interval for analysis
we proceed with the retrieval algorithm, which consists
of the following steps: 1) determination of the calibra-
tion coefficient and aerosol optical depth in the fifth
channel (870 nm), 2) analytical solution of a system of
linear (in aerosol optical depth and gas column amounts)
equations to retrieve the aerosol size distribution pa-
rameters and the aerosol optical depths for all five chan-
nels, 3) retrieval of the NO2 and ozone column amounts
(together with the calibration coefficients in the first two
channels), and 4) determination of the calibration co-
efficients in the first five channels.

b. Calibration using direct-to-diffuse ratios and
determination of 870-nm channel optical depth

Direct to diffuse ratios present a source of information
that is independent of instrumental calibration, provided
that both the direct and diffuse intensities are measured
with the same detector. The following factors contribute
to the diffuse radiation under cloud-free conditions:
aerosol optical depth, particle size, and single scattering
albedo as well as surface albedo and Rayleigh scattering.
In the case of absorbing aerosol, its vertical profile is
important as well. Variations of real part of the aerosol

refractive index within a typical natural range (1.3–1.6)
do not play a significant role (King and Herman 1979).
In our algorithm we restrict our use of the diffuse flux
measurements to the 870-nm channel since this is the
only channel not notably affected by ozone and/or NO2

absorption, hence the diffuse intensity does not depend
on the unknown vertical distribution of these gases.

In a vertically inhomogeneous atmosphere the optical
depth derived from the direct beam and diffuse hori-
zontal measurements are not identical since the optical
depth determined from the diffuse measurement using
a plane-parallel multiple scattering model is an average
over all angles. Hence, in comparison with the direct
beam optical depth the diffuse optical depth is smoother
and changes slower as a function of time than the optical
depth derived from the direct beam.

Diffuse flux measurements provide information on
both aerosol absorption and the instrument’s calibration.
Differences in the solar zenith angle dependence of these
two effects suggests that they should be separable pro-
vided that the aerosol composition is stable over the day
and sufficient clear periods exist in the datasets. How-
ever, determination of the aerosol single scattering al-
bedo from comparisons between direct and diffuse mea-
surements is problematic (at least for low-altitude sites),
because of a clear-sky direct to diffuse discrepancy is-
sue. This discrepancy is an overestimation of diffuse
irradiance by radiative transfer models that use as inputs
the optical parameters obtained from the direct beam
measurements (Kato et al. 1997; Halthore et al. 1998;
Halthore and Schwartz 2000). Our modeling of the dif-
fuse beam (assuming conservative scattering) shows
that the optical depths inverted from direct to diffuse
ratios cannot match the uncalibrated direct beam optical
depths solely through the addition of a calibration term.
Some additional opacity, with an average optical depth
of 0.02, seems to be missing from the diffuse measure-
ments. This discrepancy can be resolved by assuming
an unphysical aerosol single scattering albedo of about
0.5. This complicates the retrieval of a physically plau-
sible aerosol single scattering albedo, since real aerosol
absorption cannot be separated from the ‘‘anomalous’’
one. In the present work we do not attempt to solve the
direct to diffuse discrepancy, instead we use the ob-
served stability of the missing opacity (it appears to be
nearly constant not only during the day but also for
periods of several months) to improve the direct–diffuse
calibration procedure. The stability of the missing opac-
ity allows us to apply Langley-like regressions to the
difference between direct beam and direct–diffuse ratio
optical depths to obtain the instrument’s calibration con-
stant. The validity of this approach has been tested on
an exceptionally clear dataset from Davis, California.
As described in section 3a, our calibrations agree with
those from reliable Langley regressions, while our re-
gression technique is shown to be more conclusive than
the ordinary Langley approach for the most of the days
studied.
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FIG. 3. Optical depths at 870 nm (7 Jun 1996, NYC). Solid curve
depicts uncalibrated optical depth from direct beam. Calibration-in-
dependent but smoothened optical depth from direct-to-diffuse ratio,
inverted under assumption of the ground albedo being within 10%
to 50% is shown by the shaded area. The optical depth corresponding
to the ground albedo of 30% is plotted as a dashed curve inside this
area. The latter optical depth with calibration (proportional to m) and
the appropriate offset added to match the optical depth from the direct
beam is represented by the dotted curve.

To model the diffuse flux, we perform multiple scat-
tering calculations using the doubling and adding meth-
od (Hansen and Travis 1974) with a Henyey–Greenstein
phase function. The spectral dependence of aerosol ex-
tinction is calculated using Mie theory assuming non-
absorbing aerosol (nr 5 1.4, ni 5 0). King et al. (1978)
have shown that aerosol spectral extinction does not
significantly vary with aerosol absorption for ni # 0.03.
We investigated the sensitivity to phase function by
comparing the Henyey–Greenstein results with those
obtained using a full Mie phase function, confirming
the fact that retrieval results are not sensitive to the
particular functional shape of the phase function. Fi-
nally, we run the direct–diffuse calibration procedure in
two iterations. As a first guess, we assume an asymmetry
parameter of 0.75 then determine the actual particle size
by the method described below, and then rerun the cal-
ibration routine with the new asymmetry parameter
thereby iteratively correcting the calibration coefficient
determined in the first step. The effect of aerosol ab-
sorption is to alter the direct–diffuse ratio resulting in
overestimation of the calibration coefficient and under-
estimation of aerosol optical depth.

The retrievals are substantially simplified by using
the analytical relationship between the direct to diffuse
ratio F 5 Idir/Idif and the surface albedo (King and Her-
man 1979):

1 1 2 (F/F )0A 5 , (6)1 2R 1 1 F cosu

where A is the surface albedo; F is the direct to diffuse
ratio corresponding to this albedo; and F0 to zero sur-
face reflectivity, respectively; and where R 5 R(t) is
the reflection function integrated over all scattering an-
gles; and u is the solar zenith angle. It is important to
note that Idir and Idif are measured using the same spectral
filter and detector, thus the calibration constant is can-
celled in the ratio F.

Figure 3 shows that this calibration procedure works
even for days with highly variable optical depth. For
many of these days the retrieval of other parameters is
impossible, but the optical depth in the 870-nm channel
can be estimated. Although the surface albedo is an
unknown quantity, the retrieved aerosol optical depth
depends only weakly on its assumed value: a reasonable
assumption of 0 , A , 50% results in the uncertainty
of 60.01 (shown by shaded area in Fig. 3) in the optical
depth inverted from (6). Analytical estimates of the er-
rors caused by the uncertainty in surface albedo were
also performed by O’Neill et al. (1989). The method is
certainly not applicable in the presence of strong side
reflections from clouds and/or bright objects affecting
the diffuse irradiance measurements. However, periods
with these conditions can be easily detected from the
data and removed from the analysis.

c. Regression method for determination of aerosol
extinction

The conventional Langley technique does not yield
accurate results when aerosol optical depth is changing
systematically during the day. However, as shown be-
low, in such cases aerosol spectral extinction properties
(determined by composition and particle size distribu-
tion) appear to be more stable. Here we describe a new
regression technique that is similar to the Langley ap-
proach but relies on the spectral stability of aerosol ex-
tinction instead of optical depth stability. Philosophi-
cally similar methods were introduced by Forgan (1994)
and Soufflet et al. (1992) in order to reduce uncertainties
in calibration. However the present method is somewhat
different both conceptually and in its practical appli-
cations.

The a priori reason for assuming stability in aerosol
extinction rather than optical depth is that most of the
optical depth variability stems from transport. An aero-
sol ‘‘cloud’’ consisting of particles having the same or-
igin, composition, and size distribution may have a com-
plicated horizontal distribution, which induces high op-
tical depth variability when this cloud passes over a sun
photometer. Support for the greater stability of aerosol
extinction is found in the regression plots shown in Figs.
4a and 4b that appear to be much closer to a straight
line (i.e., the same for the whole day) than the Langley
plot for the same day (previously shown in Fig. 2b).
Note that these plots are linear when the spectral shape
of aerosol extinction does not change, while the optical
depth may arbitrarily vary.

In the problem at hand (after the Rayleigh terms are
removed), the measured quantities and the quantities to



1 FEBRUARY 2002 529A L E X A N D R O V E T A L .

FIG. 4. (a) Aerosol extinction regression plot: F3 vs x, diamond depicts the calibration point (c5, A3); (b) same as (a), but for F4.

be determined satisfy the following system of five equa-
tions:

t̃ 5 q t 1 b x 1 c m, (7)1 1 a 1 NO 12

t̃ 5 q t 1 b x 1 g x 1 c m, (8)2 2 a 2 NO 2 O 22 3

t̃ 5 q t 1 b x 1 g x 1 c m, (9)3 3 a 3 NO 3 O 32 3

t̃ 5 q t 1 b x 1 g x 1 c m, and (10)4 4 a 4 NO 4 O 42 3

t̃ 5 t 1 c m. (11)5 a 5

Here, i is the measured optical depth in the ith channelt̃
[Eq. (4)]; qi 5 / is the Mie-scattering extinctioni 5Q Qext ext

ratio normalized to the fifth (870 nm) channel (by def-
inition q5 5 1); bi and g i are the effective spectral
absorption coefficients for NO2 and O3, respectively,
weighted by the solar flux and filter response function
of each respective MFRSR channel (the coefficients b5,
g1, and g 5 are effectively equal to zero); andx xNO O2 3

are respective column amounts of NO2 and ozone; ta

is the aerosol optical depth in MRFSR channel 5 (at
870 nm), and ci are the calibration coefficients [Eq. (3)].

In modeling gaseous absorption we use the room tem-
perature absorption cross-sections for NO2 measured by
Merienne et al. (1995) for wavelengths below 500 nm
and by Schneider et al. (1987) for wavelengths above
500 nm. The absorption cross sections for ozone (a ref-
erence temperature of 220 K is used) were obtained from
E. P. Shettle (1997, personal communication), they are
based on the measurements of Anderson and Mauers-
berger (1992) and Burkholder and Talukdar (1994). The
absorption cross-sections for NO2 and ozone have re-
cently been reviewed and compared with those obtained
using the Global Ozone Monitoring Experiment
(GOME) flight model (FM) spectrometer. Burrows et
al. (1998) find that the average difference between the
Merienne et al. (1995) cross sections and the GOME
results is smaller than 2%. The cross-sections measured
by Schneider et al. (1987) are on average 1%–4% small-
er than those measured by the GOME spectrometer. Giv-

en the uncertainty in our NO2 retrievals introduced by
ambiguities in the aerosol size distribution (described
below), this level of accuracy is more than sufficient for
our retrievals. In the 540–640-nm spectral range, our
ozone coefficients are 2%–3% higher than those deter-
mined using the GOME FM spectrometer (Burrows et
al. 1999).

In the above set of equations the explicit dependence
on , and then on can be eliminated. Then byx xNO O2 3

substituting ta 5 t5 2 c5m, and dividing the expressions
by m, the following two equations can be obtained:

F 5 B (x 2 c ) 1 A , and (12)3 3 5 3

F 5 B (x 2 c ) 1 A , (13)4 4 5 4

where we use the following notations:

t̃5x 5 , (14)
m

21F 5 m [t̃ 2 b t̃ 2 g (t̃ 2 b t̃ )], (15)i i i1 1 i2 2 21 1

B 5 q 2 b q 2 g (q 2 b q ), (16)i i i1 1 i2 2 21 1

A 5 c 2 b c 2 g (c 2 b c ), (17)i i i1 1 i2 2 21 1

and i 5 3, 4. In the above, bij 5 b i/bj and gij 5 g i/g j

are the spectrally weighted NO2 and O3 absorption co-
efficient ratios, respectively. Note that the left-hand side
Fi of the Eqs. (12) and (13) contain only measured pa-
rameters as expressed by (15) and can therefore be cal-
culated directly from the observed data at each mea-
surement time step (i.e., without any modeling assump-
tions). Meanwhile, the right-hand sides are linear func-
tions of the argument x 5 5/m over any time intervalt̃
where the aerosol extinction parameters qi do not change
(note also that so far no assumptions have been made
with respect to the aerosol size distribution).

It is seen from the system of Eqs. (12) and (13) that
Fi 5 Ai when extrapolated to the point x 5 c5 for any
value of Bi (here and below, i 5 3, 4). Accordingly, the
Ai represent combinations of calibration coefficients,
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and are expected to remain constant during the day. The
Bi being combinations of aerosol extinction ratios, may
change in response to changes that may take place in
aerosol spectral extinction due to variations in aerosol
size or composition. Representative plots of Fi versus
x for a typical clear day are shown in Figs. 4a and 4b.
It follows from the above that all points on the plot Fi(x)
corresponding to the same aerosol size distribution be-
long to a straight line with slope Bi passing through the
‘‘calibration point’’ with the coordinates (c5, Ai). This
point, strictly speaking, must be located to the left of
the plotted data, since otherwise the aerosol optical
depth at 870 nm would have to be negative. Since we
actually do not know which points belong to the same
size mode, the calibration point cannot be found as the
intersection of all such lines. Nevertheless, the general
shape of the resulting plots F3(x) and F4(x) is such that
knowing the x-coordinate c5 of the calibration point (see
the previous section), the values of its y-coordinate Ai

can be determined from the condition of the minimal
mean deviation of the corresponding functions Bi(x) 5
[Fi(x) 2 Ai]/(x 2 c5) from their mean values. This min-
imum is usually well pronounced; that is, the curves in
Fig. 4 ‘‘point’’ to the calibration point.

After the calibration point is determined, the time
series of the coefficients B3 and B4 [Eq. (16)] can be
obtained. Note that Bi, being the slopes of the curves
in Figs. 4a and 4b, can be estimated, without knowing
c5 by means of a Langley-like regression. This means
that the retrievals of the aerosol spectral extinction prop-
erties cannot be significantly affected by calibration un-
certainties in the aerosol optical depth determination of
the previous step of the retrieval algorithm.

d. Retrieval of aerosol size and optical depth in all
channels

In our case, the coefficients B3 and B4 being the com-
binations of the (unknown) aerosol extinction ratios qi

are the only available source of information about the
aerosol size distribution. This means that one can gen-
erally determine no more than two parameters of the
aerosol size distribution from this data. Thus, the direct
inversion of the aerosol size distribution from the spec-
tral data (King et al. 1978; Shaw 1979b, 1979c; Schmid
et al. 1997; Dubovik and King 2000) is not appropriate
for our purposes. We note however that our algorithm
does not rely on external data sources, while in the cited
papers the gas column amounts are either determined
from other measurements or estimated from climatol-
ogy.

It is formally possible to use the coefficients B3 and
B4 to determine the effective radius reff and effective
variance yeff (cf. Hansen and Travis 1974) of an assumed
aerosol size distribution. However, in practical appli-
cations, such retrievals are ambiguous because the mea-
sured optical depths cannot be uniquely explained with
a combination of aerosol, ozone, and NO2 contributions

within the measurement accuracy of the MFRSR. This
results in an interplay between aerosol size distribution
parameters and NO2 column amount such that one can
simultaneously change the NO2 column amount and the
aerosol size distribution in such a way that the total
optical depths in all channels remain unchanged. For-
tunately, despite this ambiguity, both aerosols and at-
mospheric gases still can be characterized, but an ac-
curate determination of the retrieval error bars is nec-
essary for the retrieval products to be useful.

The formal procedure for determining the parameters
of the assumed aerosol size distribution can be described
as follows. First, Mie theory is used (specifying aerosol
complex refractive index) to calculate the extinction ra-
tios qi for each pair of size distribution parameters.
Then, the formulas [Eq. (16)] are applied to create look-
up tables for B3 and B4 as functions of reff and yeff. For
each observed data point, these tables are used to con-
struct level curves in the (reff, yeff)-plane corresponding
to the values of B3 and B4 measured at this point. If
these curves intersect, the coordinates of their intersec-
tion point are the reff and yeff of the assumed aerosol
size distribution at the time of the measurement. How-
ever, for real data no intersection or multiple intersec-
tions may occur. Typically, the level curves for B3 and
B4 intersect only for a small fraction of measurements
made during the day. The retrieved effective radii and
variances exhibit high point-to-point variability, how-
ever, when plotted on the (reff , yeff)-plane they group
tightly along the lines described above (Figs. 5b–d).
This suggests a random character of the level curve
intersections and their sensitivity to small errors in the
measurements and calibrations which requires a modi-
fication to the retrieval approach.

We characterize the curve in Fig. 5a by the function
reff(yeff). This function can always be restored given the
value of reff corresponding to the point of the curve
where yeff 5 0 (actually, we take variance 0.01 to av-
erage out the Mie size parameter oscillations). We refer
to this reff as to ‘‘monodistribution radius’’ since it is
calculated under the assumption that all aerosol particles
are effectively the same size. To quantify the depen-
dence of our retrievals on the position of the (reff, yeff)-
point on the curve, we perform all retrievals for five
such points corresponding to yeff 5 0.01, 0.1, 0.2, 0.3,
and 0.4. We use the difference between the retrievals
for different yeff to define the error bars due to uncer-
tainties in the size distribution. These errors are typically
negligible for ozone column amounts and long-wave-
length aerosol optical depths. They are larger for NO2

column amounts and short-wavelength aerosol optical
depths due to the trade-offs between small particle and
NO2 extinction.

The time series of the monodistribution radius can be
obtained either from B3 or B4 as functions of time (Fig.
6a). The values obtained from B4 generally coincide
with the ones derived from B3, but are usually noisier,
thus we use them primarily as a consistency check.
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FIG. 5. (a) The level curves for B3 and B4 that nearly coincide; (b) time series of retrieved effective radii for NYC 2 Sep 1996; (c) time
series of (d) plotted vs time series of (b); (d) time series of retrieved effective variances.

FIG. 6. (a) Time series of aerosol mean radius (yeff 5 0) for 2 Sep 1996, NYC: solid—from F3, dashed—from F4; (b) time series of
aerosol optical depth in all five channels for the same day—the solid curve corresponds to yeff 5 0.1, the shaded area shows the effect of
uncertainty in yeff (between 0 and 0.4).
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FIG. 7. (a) Regression plot for NO2 optical depth in 415-nm channel (2 Sep 1996, NYC): diamond corresponds to the value of the calibration
coefficient c1 (here aerosol yeff 5 0 is assumed); (b) time series of NO2 column amount (DU) for the same day: solid line corresponds to
the assumed aerosol yeff 5 0.1, shaded region shows the uncertainty due to possible variation of yeff from 0 to 0.4.

Once the aerosol size has been determined the aerosol
optical depth, at any wavelength, can be calculated from
the Mie spectral extinction and the previously deter-
mined aerosol optical thickness in the 870-nm channel.
Figure 6b shows the aerosol optical depth at 550 nm.
In this particular case, it changes during the day vio-
lating the conditions for Langley analysis.

e. Retrieval of nitrogen dioxide column amounts

The aerosol optical depths calculated in the previous
step are then subtracted from the observed total optical
depths in all six channels. The remaining optical depth
in the first channel (415 nm) is due to NO2 absorption,
while in the second channel (500 nm), both NO2 and
ozone absorption is present. Calibration uncertainties
affect both channels, but NO2 absorption is separated
from calibration effects in the 415-nm channel by means
of a Langley-like regression (Fig. 7a). The calibration
coefficient c1 is determined by this procedure together
with the NO2 column amount (Fig. 7b). We use Dobson
units (1 DU 5 1023 atm-cm 5 2.687 3 1016 molecules
cm22) to describe the NO2 column amount as well as
the ozone column amount.

Figures 7a and 7b show that urban [New York City
(NYC)] nitrogen dioxide does not exhibit strong diurnal
changes that are seen in stratospheric NO2. Thus, the
regression analysis is applicable; but unfortunately, this
approach is not very accurate because of the strong
interplay between the NO2 column amount and the aero-
sol spectral extinction described above and the high var-
iability of NO2 in the urban New York environment. An
uncertainty in the retrieved NO2 column amount of
30%–50% is caused by our inability to uniquely con-
strain the variance yeff of the aerosol size distribution
evident in Fig. 7b. On physical grounds, larger effective
variances are likely to be more realistic than yeff 5 0.
Also, neglect of aerosol absorption in the presence of
absorbing aerosol also leads to some overestimation of

the NO2 column amount, while not significantly af-
fecting the accuracy of other retrievals.

f. Retrieval of ozone column amounts

The standard approach to retrieve atmospheric ozone
column amounts is to use the UV spectral region (Dob-
son and Brewer spectrometers). Nevertheless, the visible
(Chappuis) absorption band has also been widely used
to retrieve ozone column amounts (King and Byrne
1976; Shaw 1979a; Flittner et al. 1993; Michalsky et
al. 1995). With aerosol removed, in our retrieval method
the (uncalibrated) NO2 absorption contributions are first
analytically removed from the 500-nm channel mea-
sured optical depth. Then a Langley-like regression
technique (Fig. 8a) is applied to obtain both the ozone
column amount as function of time (Fig. 8b) and the
calibration coefficient c2. Here we emphasize that the
retrieval of the ozone column amount has its own cal-
ibration procedure, making ozone retrievals almost in-
dependent of the retrievals of aerosol parameters and
NO2. If aerosol particle size does not dramatically
change during the day (a condition met for most sites)
then the contribution from errors in aerosol optical depth
due to calibration errors has the form const. m, which
is corrected during the ozone calibration procedure.
(The same is also true for errors in NO2 calibration,
even without any conditions on aerosol particle size.)

This procedure appears to be robust since the re-
trieved ozone column amount shows little change
through the day. The small changes that are seen are
mostly due to variations in surface ozone (Kerr and
McElroy 1995). Despite large high-frequency variations
due to instantaneous instrumental noise shown in Fig.
8b (the data have not been averaged), the mean ozone
column amount is a well determined quantity, and col-
umn ozone can be retrieved with much better accuracy
than NO2. Moreover, by having filter channels on both
the long- and short-wavelength sides of the ozone ab-
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FIG. 8. (a) Regression plot for O3 optical depth in 500-nm channel (2 Sep 1996, NYC): diamond corresponds to the value of the calibration
coefficients combination c2 2 b21c1 (here aerosol yeff 5 0 is assumed); (b) time series of O3 column amount (DU) for the same day: solid
line corresponds to assumed aerosol yeff 5 0.1, the shaded area represents (small) uncertainty due to possible variation of yeff from 0 to 0.4.

FIG. 9. Calibration history of the GISS MFRSR for the period from Sep 1995 to Nov 1996: (a) time dependence of calibration
coefficients in five channels; (b) polynomial fits to the data from (a).

sorption, it is possible to more effectively separate the
ozone and aerosol contributions, unlike the situation for
NO2.

g. Calibration histories and calibration averaging

The method described in this paper provides for the
simultaneous determination of the instrument’s calibra-
tion together with the retrieval of physical quantities.
In addition to the calibration coefficients determined in
the previous steps, values of c3 and c4 can be obtained
from A3, A4, c1, and c2, or directly by subtracting the
retrieved optical depths from the measured ones. This
information allows us to monitor any changes in the
instrument’s calibration.

The calibration history of the Goddard Institute for
Space Studies (GISS) MFRSR during the period from
1 September 1995 to 27 November 1996 is shown in
Fig. 9a (smoothed trends in Fig. 9b). The results show
a loss of filter transmittance, approximately by a factor
of 3 (assuming detector–electronics stability), for 615-
nm and 670-nm channels during the first 200 days of

operation, followed by a gradual stabilization. (This
poor filter performance led to the replacement of these
filters with ion assisted deposition filters in subsequent
MFRSRs.) The transmission loss in the 415-nm and
500-nm channels was roughly 20% and 40%, respec-
tively, while the 870-nm channel remained essentially
stable. Subsequent laboratory recalibration of the in-
strument by the manufacturer (Yankee Environmental
Systems, Inc.) confirmed these observed trends in filter
transmittance. Since filter transmission can change rap-
idly (over the course of days), determining the calibra-
tion from the data on a daily basis allows us to catch
these changes as they occur and correct them without
compromising retrieval accuracy.

While our retrieval algorithm is designed to rely as
little as possible on the values of the calibration coef-
ficients, long-term smoothing allows us to improve the
retrieval accuracy by reducing calibration noise that
arises by including those days with short clear periods.
Long-term smoothing of the calibration is reasonable
since the instrument’s calibration is not expected to vary
significantly on a day-to-day basis. Some temperature-
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related fluctuations in filter transmission may occur, es-
pecially if the instrument head is not properly temper-
ature stabilized. However, based on our comparisons
with other measurements [e.g., CIMEL Total Ozone
Mapping Spectrometer (TOMS), Brewer spectrometer]
we have found that most day-to-day variations in the
instantaneous MFRSR calibrations derived from the
data are correlated with differences in the retrieval prod-
ucts. This suggests that the variability in the instanta-
neous calibration coefficients is attributable to uncer-
tainties in the calibration technique, rather than actual
instrumental effects, in particular, effects due to changes
in the diffuse horizontal measurement due to clouds
outside the MFRSR field of view on partially cloudy
days.

To control for these situations, the data are repro-
cessed using smooth approximations of the calibration
time series. Figure 9b shows such approximations (made
by 5 degree polynomial fits) of the calibration coeffi-
cients from Fig. 9a. The method used to average the
calibration coefficients must preserve the spectral de-
pendence of the measured optical depths. Otherwise,
the averaging will affect the retrievals that rely on spec-
tral differences in optical depths (such as particle size
and ozone).

To achieve spectral consistency, we perform calibra-
tion averaging and data reprocessing using a procedure
that follows the steps of the instantaneous retrieval al-
gorithm. This averaging–reprocessing procedure re-
quires that we repeat the retrievals four times for all
days during the selected data period. On the first step,
we smooth the 870-nm calibration coefficient c5 over
the time period. Then we rerun the retrievals with the
smoothed c5 to obtain the adjusted values of A3. These
values are then also smoothed over the selected time
period, and the retrievals are repeated providing cor-
rections to the value of c1 that is determined from the
calibration of the NO2 column amount. Next, we re-
process the data (with smoothed values of c5, A3, and
c1) to produce adjusted ozone calibration coefficients
that are then smoothed before the final reprocessing is
performed.

We note that the results of reprocessing, with
smoothed calibration coefficients depend on the specific
method of smoothing. This dependence is most pro-
nounced for the ozone retrievals. Since we prefer a tech-
nique that is less sensitive to the algorithmic details, we
apply a weighted average of the instantaneous and
smoothed ozone calibration coefficients where the
weighting factors are determined from the quality of the
instantaneous regression plot.

3. Comparison with other methods and
measurements

a. Comparison with instantaneous Langley
regressions

We compared our retrieved calibration coefficients
and optical depths with those determined by Langley

regressions using a particularly clear dataset obtained
from the U.S. Department of Agriculture (USDA) ultra-
violet B (UVB) Radiation Program (Bigelow et al. 1998)
for Davis, California (January–July 1996). Only com-
pletely cloud-free days are used in this comparison (Al-
exandrov et al. 1999b). Comparison between the cali-
bration coefficients for the 870-nm channel derived us-
ing our direct–diffuse technique and those determined
from Langley regression are shown in Fig. 10a. Both
approaches yield similar calibration coefficients and fol-
low the same general trend, but, the instantaneous cal-
ibration coefficients determined using our direct–diffuse
technique show less variability (due in part to a better
agreement between the morning and afternoon regres-
sions) and are therefore more stable. The results of com-
parisons for the other channels are similar, with the ex-
ception of the first channel (415 nm) where the advan-
tages of the direct–diffuse approach are less pronounced
due to variations in the NO2 column amount.

The overall difference between the instantaneous dai-
ly mean optical depths obtained by the two methods is
relatively small as shown in Fig. 10b. Differences are
typically less than 0.01 and do not exceed 0.04 during
this period. Since optical depth differences of 0.04 are
larger than would be expected from well-calibrated data,
we performed additional comparisons. Figure 11 com-
pares the Langley regression to our method for a day
(2 June 1996) with good agreement. As can be seen,
when both methods are applicable, they yield the same
result. However, on two other days, shown in Fig. 12,
we see that our method produces stable regressions
while the Langley method yields morning and afternoon
differences that would most likely exclude the data for
9 May shown in Fig. 12a from further analysis, while
Langley analysis of the data for 8 June shown in Fig.
12b converges to yield a calibration coefficient not very
different from our result. Thus, our regression algorithm
provides an objective test of the accuracy of the Langley
regression and allows us to retrieve aerosol and gas
column amounts from data that would have otherwise
have to be excluded.

b. Comparison with AERONET optical depth
retrievals

We also compared our calibrations and optical depth
retrievals with the optical depths derived from mea-
surements by the Aerosol Robotic Network (AERO-
NET; Holben et al. 1998) CIMEL sun–sky radiometer
collocated with MFRSR at the Atmospheric Radiation
Measurement (ARM) Cloud and Radiation Testbed
(CART) site central facility. Level 2.0 AERONET data
are used. These measurements have been cloud-screened
and quality-controlled according to Smirnov et al.
(2000). We sampled the MFRSR data to match the mea-
surement times of the CIMEL measurements (they are
less frequent in time) and selected for this comparison
data collected during the period from January to June
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FIG. 10. Comparison between the results obtained on the Davis, CA 1996 dataset by the proposed method (solid lines) and the Langley
method (dotted lines); dashed line represents polynomial fit: (a) calibration coefficients, (b) aerosol optical depths at 870 nm.

FIG. 11. Comparison between the Langley regression plots and the
regression plots of the differences between optical depths derived
from direct beam measurements and from direct-to-diffuse ratios for
Davis, CA, 2 Jun 1996. Intersection of the dashed lines with the
vertical axis corresponds to the value of the calibration coefficient
c5 (obtained in the morning or afternoon).

1999. During this time period there were 58 clear or
partially clear days with data available from both in-
struments (total 1342 data points). This period contains
a variety of atmospheric conditions with aerosol optical
depths ranging from 0.03 to 0.4 (at 500-nm wavelength).
The MFRSR calibrations and retrievals are performed

according to the algorithm described in this paper, in-
cluding smoothing of the calibration coefficients.

The 500-, 670-, and 870-nm channels are common
to both the CIMEL and MFRSR. For comparison with
the 440-nm CIMEL channel, we interpolated between
our retrieved optical depths at 415 and 500 nm to obtain
an MFRSR-derived estimate of the optical depths at 440
nm.

The AERONET retrieval algorithm neglects the con-
tribution of NO2 absorption to the retrieved optical
depths. Therefore, in this comparison, we have added
the NO2 optical depths to our aerosol optical depths;
that is, the comparison is between the total optical
depths measured by the two instruments with ozone
contribution subtracted. Differences between the cli-
matological ozone column amounts (used by AERO-
NET) and the values retrieved using our algorithm, ap-
pear to have a negligible effect on this comparison.

Figure 13 presents scatterplots comparing MFRSR
and CIMEL optical depths at 440-, 500-, 670-, and 870-
nm wavelengths. Mean differences between our MFRSR
retrievals and the AERONET ones do not exceed 0.005
for 440-, 500-, and 870-nm channels with standard de-
viation of 0.01 or less for all channels. This agreement
is similar to that obtained by Halthore et al. (1997) who
compared MFRSR- and CIMEL-derived optical depths
at the same site for April 1994 (where the agreement
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FIG. 12. Same as in Fig. 11 but for (a) 9 May and (b) 8 Jun 1996.

was within 60.01) and April 1996 (where the agreement
was within 60.02). Similarly, Schmid et al. (1999)
found that CIMEL–MFRSR differences do not exceed
0.01 for all wavelengths on 29 September and 2 October
1997 using collocated measurements at the Southern
Great Plains (SGP) Central Facility. The MFRSR cal-
ibration in both of these studies is based on the robust
estimate made using the 20 nearest successful Langley
plots. While the CIMEL calibration is based on periodic
high altitude Langley recalibrations.

We find that small systematic differences exist for the
670-nm channel. Here the MFRSR optical depths are
biased compared with those derived from the CIMEL
by 0.01. This bias, while not exceeding the commonly
accepted calibration accuracy, reflects a difference in
spectral slopes between 670- and 870-nm optical depths
measured by these two instruments. The aerosol optical
depths are expected to monotonically decrease with in-
creasing wavelength in this spectral region (note that
NO2 absorption does not influence this behavior: it is
absent at 870 nm and is only about 1024 per DU at 670
nm). This behavior is observed in all MFRSR retrievals
and in the most of the CIMEL results. However, the
CIMEL-determined slope between the two channels is
systematically smaller. The difference is more pro-
nounced during winter when the aerosol particles are
larger and therefore generally exhibit smaller spectral
slopes. On some days, the CIMEL-determined slope be-
comes negative, which while possible, in these partic-
ular cases seems to be inconsistent with spectral be-
havior of optical depths at other wavelengths. For these
days, the CIMEL-derived aerosol optical depth at 670
nm is smaller than that at 870 nm and sometimes even
smaller than that determined at 1020 nm. Further, we
note that the original (level 1.0) AERONET data for
these days are spectrally monotonic, while exhibiting
certain calibration artifacts. Calibration changes made
in level 2.0 processing might be responsible for these
differences. While our algorithm precludes a behavior
that is inconsistent with Mie theory, the residuals in our
retrieval of the 670-nm optical depths are typically of

order 1024 and do not exceed 1023 for the dataset con-
sidered. Thus, our residuals cannot explain the observed
bias.

c. Validation of nitrogen dioxide retrievals:
Comparison with Brewer spectrometer data

Our MFRSR-retrieved ozone and NO 2 column
amounts are compared with those derived from Brewer
spectrophotometer measurements. The Brewer data are
taken from Environmental Protection Agency (EPA) UV
Monitoring Program (http://www.epa.gov/uvnet/) site at
Big Bend National Park, Texas. This site is located at
29.3058 latitude and 103.1778 longitude, and the site
elevation is 1052 m above sea level. The nearest
MFRSR site belongs to the USDA UVB Radiation Pro-
gram and is about 35 km southwest (29.1338 latitude
and 103.5178 longitude) and at a lower altitude (670
m). Because the two instruments are not exactly col-
located, precise agreement is not expected since polluted
air masses of the same origin may reach the two sites
at different times and, due to transport processes, may
have different concentrations. Since, ozone is mostly
stratospheric, its measurements are not affected signif-
icantly by local atmospheric transport, and better agree-
ment between the instruments should be observed.

The period from February to May 1999 with good
quality data available from both instruments was se-
lected for this comparison. Brewer retrievals are made
from direct sun measurements. Figure 14 shows the
Brewer-retrieved (diamonds with error bars) and
MFRSR-retrieved (shaded rectangles) NO2 column
amounts for this period. The mean difference between
the minimal and maximal limits of the MFRSR NO2

retrievals is 3 DU. Most of the Brewer points have un-
certainties of about 60.5 DU. As can be seen, most of
the retrieved NO2 column amounts agree within these
uncertainties.

The NO2 column amounts derived from both the
MFRSR and Brewer data are generally considered to
be too high for a national park; however, it is likely that
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FIG. 13. Comparison between optical depth retrievals from MFRSR data according to the described algorithm and these from collocated
CIMEL sun photometer (AERONET level 2.0 data). The data was obtained at DOE ARM Program CART site central facility during the
period from Jan to Jun 1999 (58 clear days).

they can be attributed to air quality problems at this
particular location. According to the National Parks Ser-
vice (http://www.nps.gov/bibe/aqvis.htm), the air qual-
ity in the Big Bend National Park experienced notice-
able changes during the 1970s. The air monitoring pro-
gram, begun in 1978, has allowed park managers to
interpret the transport and transformation of pollutants
that contribute to air quality problems within their park.
Among the major sources that contribute to Big Bend’s
pollution are North–Central Mexico, including the urban
and industrial region of Monterrey and Monclova; East–
Central Texas and the Gulf Coast, including the urban

and industrial areas of Houston and Galveston; and
Mexico City and its surrounding urban area. There are
no high-ground concentrations of NO2 measured within
the park since pollutants that are transported to the park
from remote sources are likely to be concentrated at a
higher altitude.

d. Validation of ozone retrievals: Comparison with
Brewer and TOMS data

Figure 15 presents the comparison between the
MFRSR-derived ozone column amounts and those de-
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FIG. 14. Comparison between daily mean NO2 column amounts
retrieved from MFRSR data according to the described algorithm
(shaded boxes) and these from the EPA UV-net Brewer spectrometer
(diamonds) located at 35 km NE from the MFRSR site. The data was
obtained at Big Bend National Park, TX, during the period from Feb
to May 1999 (74 MFRSR daily values, 22 Brewer daily values).

rived from Brewer (20 data points) and TOMS (70 data
points) measurements as well as a comparison between
the Brewer- and TOMS-derived ozone column amounts
(21 data points; the TOMS values are referenced to the
MFRSR site). The MFRSR ozone retrievals appear to
be practically unbiased when compared with the TOMS
values (the mean difference is 20.35 DU, i.e., about
0.1% of a typical ozone column amount). The standard
deviation is 18 DU and may represent both uncertainties
of the measurements and difference in averaging/sam-
pling between satellite- and ground-based measure-
ments. The Brewer retrievals (provide fewer data points
for comparison) show some 7–10 DU bias (overesti-
mation) compared to both MFRSR and TOMS with the
standard deviation of the same order (14–20 DU) as for
the MFRSR–TOMS comparison.

Previously comparisons with EPA Brewer-derived
ozone column values and those obtained from shadow-
band radiometer measurements (in UV) were performed
by Slusser et al. (1999) who found that the ultraviolet
rotating shadowband radiometer-retrieved ozone col-
umn amounts overestimate those derived from the
Brewer measurements by 1% (3 DU, relative to the
typical value of 300 DU) on average with standard de-
viation of 2% (6 DU). This accuracy is better than what
we obtain with the visible MFRSR, which is to be ex-
pected based on the strength of the ozone absorption in
the UV. Comparisons between TOMS ozone retrievals
and those obtained from direct sun measurements at 29
Brewer stations worldwide were reported by Fioletov
et al. (1999). They found results that vary with location
with biases ranging from 0.1% to 6.6% (corresponding
to 0.3–20 DU) and standard deviations ranging from
0.9% to 5.2% (3–15 DU). Kerr and McElroy (1995)
report 4.6% (13.7 DU) bias with TOMS for their direct
sun measurements at Table Mountain Observatory. In

our case the differences are of the same order: 10 DU
bias and 14.4 DU standard deviation.

Figures 16–18 present the comparison of MFRSR-
derived ozone column amounts with TOMS measure-
ments for three additional sites: Albany, New York, [At-
mospheric Sciences Research Center (ASRC)], New
York City (GISS), and Department of Energy (DOE)
ARM CART site central facility (Southern Great Plains,
Oklahoma). For the latter site, we use the same data
previously used in our comparison with the AERONET
optical depth measurements described above. All three
plots show data from periods containing 40–60 clear
days. As described above, the calibration smoothing
procedure has been applied to all of these datasets. Cal-
ibration smoothing results in a reduction of the standard
deviation of the differences by up to 30% when com-
pared with the instantaneous retrievals. The accuracy of
MFRSR ozone retrievals depends on both the atmo-
spheric conditions at the instrument location and prob-
ably on some instrumental characteristics. We have
found that some MFRSRs tend to systematically un-
derestimate the column ozone amounts (compared to
TOMS). Among these three datasets, the Albany in-
strument shows the largest bias (29 DU) when compared
with TOMS measurements. The other two instruments
exhibit smaller biases that are comparable to those ob-
served in Brewer and Dobson spectrometer comparison
(Fioletov et al. 1999), while the standard deviations in
MFRSR comparisons with TOMS are generally larger
than those for the spectrometric measurements.

4. Discussion

We have described a retrieval algorithm for process-
ing MFRSR data that allows derivation of time series
of aerosol optical depth and effective particle size, as
well as of ozone and NO2 column amounts. This al-
gorithm also provides calibration coefficients for the
instrument, so that laboratory pre- and postcalibration
is unnecessary. This method is designed in such a way
that calibration errors in the determination of one pa-
rameter (e.g., aerosol optical depth) do not significantly
affect the accuracy of other retrievals (e.g., of aerosol
particle size or gas column amounts) and the determi-
nation of the calibration is coupled with the retrieval.

As a calibration method, our approach is applicable
to wider range of atmospheric conditions than the tra-
ditional Langley technique. This allows us to include
more data in the analysis than would be possible if we
had to rely solely on the Langley approach. The initial
calibration of 870-nm channel is performed by com-
parison of direct beam optical depth with that retrieved
from direct to diffuse ratio. By adopting this approach,
we are able to maximize the number of days (or time
periods) that we can include in our analysis. Moreover,
as shown, this method does not require exceptional sta-
bility of the atmosphere.

While we have not yet fully utilized the information
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FIG. 15. (a) Comparison between daily mean ozone column amounts retrieved from MFRSR data according to the described algorithm
(shaded boxes), these from the EPA UV-net Brewer spectrometer (diamonds), and TOMS satellite measurements over the MFRSR site. The
data was obtained at Big Bend National Park, TX, during the period from Feb to May 1999 (74 MFRSR daily values, 22 Brewer daily
values, 70 TOMS values). (b)–(d) Scatterplots comparing retrievals by each pair of the instruments: (b) MFRSR–TOMS, (c) MFRSR–Brewer,
(d) TOMS–Brewer.

content of the MFRSR measurements since we are only
using the diffuse measurements at 870 nm, we have
developed an algorithm that self-consistently retrieves
both aerosol properties and gas column amounts from
the measurements. We have shown that our method pro-
vides results that are comparable to those obtained using
the traditional Langley technique but exhibit greater sta-
bility.

Comparison of our MFRSR-derived ozone column
amounts with TOMS ozone retrievals shows that the
bias and standard deviation is similar to that reported

for Brewer–TOMS comparisons, although there are in-
dications that the accuracy of the ozone retrieval from
UV measurements is higher than that from these visible
measurements. Moreover, we have found that the ac-
curacy of our ozone retrievals depends on specific char-
acteristics of the individual MFRSRs suggesting that it
should be possible to increase the accuracy of these
retrievals through a better understanding of these in-
strumental differences.

At present, it is difficult to validate the accuracy of
our NO2 retrievals due to the paucity of correlative mea-
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FIG. 16. Comparison between MFRSR ozone retrievals and TOMS satellite measurements for Albany, New York (ASRC), Jul 1996–Jun
1997. Left: time series of daily ozone values (MFRSR values with uncertainties are depicted by shaded boxes, TOMS values by stars). Right:
scatterplot comparison for the same period (here aerosol yeff 5 0.2 is assumed).

FIG. 17. The same as Fig. 16, but for New York City (GISS), May–Oct 1997.

surements. Nonetheless, comparison between nearby
MFRSR and Brewer spectrometer measurements show
generally good agreement given the relatively large un-
certainty in our NO2 retrieval due to our inability to
constrain the aerosol size distribution. Shaw (1976) sug-
gested that neglect of NO2 absorption can lead to sig-
nificant errors in aerosol optical depth. The magnitude
of the errors was quantified by Schroeder and Davies
(1987) who analyzed concurrent measurements of spec-
tral direct beam solar radiation and column NO2 at a
suburban site in Hamilton, Ontario. Using a differential

absorption spectrometer to measure NO 2 column
amounts, they found values ranging from near 0.04 to
12 DU with a median of 1.7 DU, that is within the range
of other published values (Noxon 1978; Pujadas et al.
2000). Moreover, they found that inclusion of NO2 ab-
sorption significantly reduced the aerosol optical depths,
decreased the retrieved aerosol number density and
mass. Finally, at high NO2 amounts, they found that the
inclusion of NO2 absorption narrowed the size distri-
bution derived from median optical depths and changed
it from bimodal to unimodal.
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FIG. 18. The same as Fig. 16, but for Southern Great Plains, OK (DOE ARM CART), Jan–Jun 1999.

Leue et al. (2001) report GOME level-2 tropospheric
NO2 residuals exceeding 2.0 3 1015 molecules cm22 in
the metropolitan New York area. While our values are
considerably larger than these tropospheric residuals, it
is likely that the current GOME level-2 values under-
estimate tropospheric NO2 because of an overestimate
of the ground albedo in the blue spectral range and the
deviation of the real atmosphere from the monthly and
seasonal air mass factors used in the processing (Leue
et al. 2001). Moreover, the effects of subpixel clouds
and spatial averaging of high and low NO2 tropospheric
amounts within the GOME field of view would further
reduce the GOME values relative to ground-based re-
trievals (Thomas et al. 1998). Nonetheless, the GOME
measurements show strongly enhanced NO2 columns
over industrialized areas as well as regions of intense
biomass burning with tropospheric NO2 values varying
by at least an order of magnitude between unpolluted
oceanic and polluted urban areas. Thus, our results,
combined with GOME measurements, reveal that the
tropospheric amount of NO2 is highly variable in both
space and time.

Since we would like to improve the accuracy of our
NO2 retrieval and simultaneously better constrain the
aerosol size distribution, we will be exploring ways to
more fully exploit the information content of the
MFRSR measurements through a more complete anal-
ysis of the diffuse flux measurements. Moreover, it is
likely that these measurements augmented with mea-
surements at higher spectral resolution over a broader
spectral interval such as those made with the rotating
shadowband spectroradiometer (Harrison et al. 1999)
will provide a more complete description of aerosol
properties and a more accurate NO2 column amount.

This algorithm is being used to analyze data from a

variety of different MFRSRs under a variety of atmo-
spheric and surface conditions to more fully test the
performance of the algorithm. These results are pre-
sented in our companion paper (Alexandrov et al. 2002)
along with a discussion of the seasonal and geographic
variation in aerosol and the use of MFRSR data in con-
structing aerosol climatologies.
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